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1. Introduction We obtained datdom Michigan inthese ind
We will present the results of theoretical ardpirical  digit SIC code is inparenthesis): Agricultural
nvestigations of different variance estimators in the(07), Lumber and VWod Products (24), Tran
resence of imputed and observed values ingager. It  Equipment (37), Trucking and Warehousi
5 assumed thaall the missing data areimputed by the Transportation Servicgg7), General Merchand
ame method. Imputation methods considenedlude  (53), Apparel and Accessor$tores (56), Mis
nean,hot deck,regression, regression plus residual, andRetail (59), Nondepository Credit Institati
nultiple imputation.  Variance estimators consideredMiscellaneous Repair Services(76), M
nclude the standardtwo versions ofthe jackknife, and  Organizations (86), and Private Households (88).
andom groups. Intuitively, an establishment's employment
The data areemployment fromthe Bureau of Labor correlated with its owrpast employment and
tatistics' Universe Bta Base (UDB). The UDB is a employment of similaestablishments. If edta
ampling frame of business establishments that isre placed intcstratabased on characteristics
onstructedfrom the State'sUnemployment Insurance employment, then the more homogenoussthg
Ul) micro data file. The information used tmaintain this  higher the correlation vt be. Within each 2-
ile is obtained from quarterly Uteports which each chosen, we stratified thelata further by X
mployer is required to submit. Althougfhe filing of the  SIC/county and (2) 3-digit SIC/size class.
JI report is mandatory, there are ays some late, Usually a measure of size iscreated -
ncomplete, ormissing reports. Inprevious studies, a establishment based on itsost recent reporte
ingle imputation procedure was developed that workeé@mployment. This wadone inour study. Si
vell for all industries within each Staté&or this study, the  were formed as follows:

ecommended imputation method and several alternativeSize Class 1 - Employment < 50
vill be considered. The actual data for non-repondentSize Class 2 -  SEmployment < 250
vere never obtained. Thus non-response had to bsize Class 3 - Employment250

imulated usinghe patterns of non-response observed on After someinitial results, we increased time
he files. For the most part, tvas assumed th#te non-  size classes, asost unitsfell in the original Siz
espondents wereissing atrandom. In addition, &xed The original Size Class 1 was sub-divided as follo

Ion-response rate wasmulated inorder to see theffect  Size Class 1a - Employment <5
N thevariance estimators when a lagggrt of thesample  Size Class 1b- § Employment < 10
simputed. Size Class 1c- 19 Employment < 20
In Section 2, we describihe data sets usemhd the Size Class 1d - 28 Employment < 50
lesign ofthe empirical investigations. The tasion and For ourstudy we usedwo non-response pat

valuation criteria thatare used to compare the variousthe first we simulatedthe pattern of non

nethods are presented in Section 3. Descriptions of thebserved in the data asuch as possible. If a

mputation methods and their properties are presented industry had x% of imputed employment, ithe

ection 4 and Section 5, respectively. In Section 6response rate of x% was used. It veasume

Iternative variance estimators tbe standard estimator missingdatamechanismwas ignorable, and & r

re considered. The results of thepirical investigations of units were chosen to represent thet

re showed in Section 7, along with observations andespondents. The second non-response pattern

onclusions. Future research is discussed in Section 8. that each industry had observed a 25% non-respo

2. Data and Design of Empirical Investigation For the empirical study, we allowedonly a

Two monthsof UDB data were used fahis study:  single units from private industries. Continuous

december 1991 anthnuaryl992. A unit(establishment) units that existed on thide during the previou



Ised datafrom the Model set todetermine parameters method of imputation woulchot be desirablek

vhich were then applied to the units in the test set. adversely affectdshe distribution of thesample
3. Notation and Evaluation Criteria skewingthe distributiontoward themean. For
Jotation stratification, month t, employment is imputed as
For a given 2-digit SIC let ék,t = Z Ej,t/NBR , forallk O NR
5+ denote the employment for unit j in month t, itBR

-« denote the predicted employment for unit j in month t, Thus E,, is equal to the average of the

3, denote the set afnits that haveeportedemployment ’
for months t and month t-l,_ _ Carry-Over

r, denote the percentage ohits in month t thahave Under the carry over method, each non-res
imputed employment values, _ employment is imputed using itewn histo

\R denote the set of non-respondents that wbetained predicted value isherefore independent sfze
by randomly selectinthe percentager, of units from industry. It is computed as follows:

employment of all respondents in the stratum.

the setB, (Test set.), E.. = Es forallk ONR .
3R denote the set of units B - NR (Model set.), _
\NR denote the number of elementsNiR wheres>1 andt-s denotes the lagime in

employment valuevas reported for thestablisin
the paper only s=1 is used.)
Hot Deck-Nearest Neighbor

For any fixedstratification, month t, let k den
respondent and c denote a respondent such that

Ec,t—l - Ek,t-1| < |Ej,t-1 - Ek,t—1| for all jCE

\BR denote the number of elementsHR.
Also let

4 denote thevariance ofthe employment variable for
establishments iB,; that is, the "true" variance,

fmi denote the estimator of using variance method m

and imputation method i, where i = 0 denotes no
imputation and theariance estimator is basedly on  then ékt =E,,.
the respondents. ’ ’

The following notation vill be used for thedifferent For any particular non-respondent, this meth
nethods of computing the variance: the respondent that appears closest to the eon-r
m = 1 - standard method, denoted by SD in an orderedist, and substitutethe respondent’

m = 2 - jackknife A, denoted by JA, employment value for the non-respondent's.
m = 3 - jackknife B, denoted by JB, Regression Model
m = 4 - random groups, denoted by RG. A common method formputing missing val
The following notation vill be used for thedifferent  least squares regressionfifAand Elaskoff, 1
nethods of imputation: several papers on estimators fotal employne
i= 1 - stratum mean, 1982/1983, and West, et d1989), it was disco
i= 2-carry over, the most promising modelsfor employment
i= 3 - hot deck nearest neighbor, proportional regression models. These models s
i= 4 -recommended regression, the expecteemploymentfor establishment | in
i= 5-asini=4 plus residual, given the vector of E-values (employment in
i= 6-asini=4 plus multiple residuals. reported by units in s&R):
‘valuation Criteria Ba=[By By Ba-eer, B g

Letling & =Vimi— M denote the error fowariance g proportional to theestablishment j'previots
nethod m and imputattion method i, then the Percen{employmentE-t .. Thatis
= =1 H

elative Absolute Error will be used:

RAE,; = 100 [eni|/ V. E(EdE1=%1)=B E-
Note that theimputations were done by 3-digit where 3 is some constant depending on t.
sIC/county or 3-digit SIC/size clas$ut the variances It was further assumed th#te E's are co
vere computed over the entire 2-digit SIC. uncorrelated. That is,

4. Imputation Methods =  _ .\ [ ifj=I

~— AT —r i



The model can be rewritten as:

E:=BE;x+¢&;
vhere Bt = 0,
. YT if J =
E{g &} = {0 otherwise

In the previous studiest was found that the model:

Ejyt = B Ei‘l + EJI W|th Vj,t = 0-2Ejyt—]_

vorked reasonably welfor employmentdata. Thus the
redicted employment value at time t is:

Bt =P Ecs, forallk ONR .

é: jZREM/jZREM_l.

\dding Residuals to the Regression Model

The regression method could be thought ofhgsuting
or missing employment by using the meanhef predicted
=, distribution, conditional orthe predictors E,_,. As a

esult, the distribution of the imputeglues has amaller
‘ariance than the distribution of theie values, even if the
ssumptions of thenodelarevalid. A simplestrategy of
djusting for this problem is tadd random errors to the
redictive means, that is, drawing residyalsith mean

ero to add tdg«,t.

In the earlier studiesthe residualsvere chosen in three
vays. For this studythe residuals W be chosen from a
iormal distribution with meameroand variance obtained
rom the model. Thus the predictechployment value at
nonth t is imputed as:

é«yt:éﬁgt_l'i‘ §k , forallk O NR .

vhere

vhere 9, is a random number from &l(0,1) distribution

nd s° is equal to the mean square error of the regression.

A slight modification of the previous method was
btained by drawindive random numbers and using the
verage value for the added residual. That is,

~ _ _ 5
E:=BEw+D where &= Zék/S.
=1

5. Effects of Imputation on Standard Variance
Estimator

Consider the population variance for a given 2-digit SIC\7 _{
t11

t month t:

\A:g(a,t —E)z/(NBIR+ NNR (5.1)

Assuming thathe missingdata aremissing &
consider theeffects of using imputation metho
First consider overall mean imputation, that is,
one stratum. In this situation, formula (5.2) beco

Ei; _'_Ejz}//( NBR

> fi,t)/( NBR+ NNB.
kONR

V=] v (B, B+ 3

i(BR kONR

where§:( E, +
J;F{ J
This method creates a spike inthe er
distribution, sinceall the missing valuesare ass
same value,the mean of the respondents,
E.= Z E;;/NBR forallkd NR The secon

JIBR

~

(5.3) becomes zero since E,
following variance estimator:

. =E resultir

(NBR
(NBR +

y (6 -8 /<< NBR-1)) |

ifBR

SinceS?, which is V,,,, is an unbiased estima
(NBR-1) \

(NBR+ NNR

\444 -
JLBR

(E,-&) /< NBR+ NNR =

whereS? =

E(V,,,) =
and hence,

E(Vy) _  (NBR-1)

v, (NBR+ NNR
expected response rate.

Note that therelative bias is approximately
minus the expected non-response rate:
E(Va) =M _ _ (NNR+1)

vV (NBR+ NNR °

t

IS approximately aq

Next consider the case ahean imputati
strata; this method prodtes a series of spik
employment distribution athe means ofthe 1
strata. LetE, denote themean ofthe respo
stratum hwhich has NNR, missing values,

variance estimator can be written as:
H p— —

> (B, -BJ 3 NNR,(F- E,YM NB
=1

itBR
where H is the number of strata and,



,=[NBR E + NNRE,|/( NBR  NNR where
= hi NNRVh_Eh/NNR since NNtRzi NNR .

élll

And hence the variance estimator can be written as:

) (NeR-1)  (NNR-1)
1~ (NBR+ NNR) (NBR+ NNR)Sh
vhereS? =[ Z( E-E) }/( NBR-1),
a2

S = Z NNR, (& - ‘%)2/( NNR-1).

Thus, the relative bias &, is approximately:

E(\Z,l,l)_\{ - (NNR ) |:1_ E(S%)

V (NBR+ NNRI| }
vhereE(S)/ V is the proportion of the variance explained
)y the imputation strata.

Similarresults are obtained for imputation meth@es.
-or examplethe formulafor method 4 haghe proportion
if the variance explained bihe regression. The predicted
egression method curtails the spread of éhgployment
listribution.

The random regression methods 5 and 6 for imputatloM,Ll

djust theemployment distributiorfor the missing cases
nd retain the redual variability exhibited in the
espondents’ data. (lall these cases it is assumirht
espondents alays respond overconceptually repeated
pplications and non-respondents never do.)

In summary, the deterministic imputation methods
methods 1-4) distort thelistribution andattenuate the
‘ariance, whereas the stochastic imputation metho
methods 5-6)yield approximately unbiased estimates of
he distribution and the variance. deneral for means, all
he methods lead to at least approximatelybiased
stimators.

6. Alternative Variance Estimators

In the empirical study three alternative estimators for
he variancevere consideredTwo jackknife versions and
Lrandom groups method.

First consider the random groups method. HEauh
vas randomly assigned intogaoup g, where there are G
andom groups. (Irthis paper, G=20 was used). The
andom group estimator is defined as:

G ~
= Z V,Ajg/G
g=1

\Z,Z,i = G\Z,lj -(G 'l)\A{,Zi 0

is the standard estimator in (5.3), and

G
t2|([j 2\42;@/

g=1
To compute thgackknife B estimator, the ja
estimator of the variance of the mean was multipl

population size.Let Eg denote theneanestima
populationmeancomputed withonly units in gt
E(g) denote themeanestimator of the populat

computed without units igroup g, then the ¢a
estimator is defined as:
) /G(G—l)

\Z,s,i =NB i(ﬁg
1) Iig)

E, =

whereV, 1

5
(G-

J”"

where

and E,= Zl E,
g:
7. Results / Conclusions
Tables 1 and 2 shothe errors ircomputing
using the standard variance estimator. Notation:

Vi = VAR, NBR+ NNR=N, V,,,, = REG, i=
MEAN, V,,, = CARRY, and V,,, = NE
Table 1.

Percent Relative AbsoluteError incurred in ¢
Variance Estimator due to Imputation

Stratified by 3 digitSIC/county. Non-response
observed (OB) which is 3%-8% and fixed rate of

Nonresponse Rate: As observed on file=OB

SIC VAR N REG1 REG2 REG3 MEAN | CA
c 7] 256.15 1614} 0.84] 0.84 0.86) 0.97]
24| 757.13] 761 0.03 0.02) 0.03 0.19
37| 40954.39 503 0.10] 0.10] 0.10] 0.45
42| 1300.66] 1836} 2.64 2.65 2.66) 1.56]
47| 1006.08| 785 0.13 0.10] 0.11] 0.92)
53| 7711.62] 262 0.01] 0.01] 0.01] 0.44
56| 3903.65] 1622} 1.10} 1.09 1.11] 2.42
59 2659.32 6099 3.39 3.38 3.39 65.24
61| 15265.53] 302 0.00] 0.00 0.00 0.07]
76|  131.41] 1459 0.97] 1.03] 0.96) 2.95
86| 921.87| 2871 5.67| 5.67| 5.67| 22.09
88| 8.17| 1495) 1.47] 1.59 1.59 4.53

Nonresponse Rate: 25%

SIC VAR N REG1 REG2 REG3 MEAN | CA
7] 255.67| 1562} 6.50 6.34 6.45 15.96
24|  610.17| 690 3.36 317 3.16 5.44
37| 42829.52] 470 0.12 0.12 0.12 1.44
42| 1313.77| 1816} 0.62 0.55 0.59 19.52
47| 1024.35] 756 2.60 2.63 271 19.11
53| 7964.20] 223 2.27 2.28 2.28 5.84

56| 4130.02] 1530} 3.23 3.27 3.29 30.20 1




esponse rates, because certain observations cotlte
iIsed due to the requirements of certamputation
rocedures.
Table 2.

\bsolute Percent Errors incurred
/ariance Estimator due to Imputation
tratified by 3 digitSICkize class€3 size classes)Non-
esponse rates: as observed (OB) and 25%.

in Standard

Note thatoutliers in an imputation efl fc
county are mordikely to occur than in ammpui
formed by size classThus, it isnot surprising t
errors were produced in thvariances whethe 1
was done by county.

In summary, ifthe standardsariance formul
then the imputation method that least tdis
population variance isne of the regression jty

Norresponse Rale: s obseved on flo=08 sim_plest regression typehich isthe single _mod_
SC | VAR N REGL | REG2 | REG3 | MEAN | CARRY | NEAR residual added should be used, and stratification
7 25243 1628 0.25 0.24 0.25 0.70 0.08 0.02 _diqi H H H
RV ool om0l 2wl oml 2 by 3-digit SIC/size class. Thl_s method is r
37 4072895 508 005| 005] 005| 035] 016 024 different responseates, andesultingerror me
42) 129734 1841 278 277 279| 363| 353| 313 relatively small.
47 1004.85 786) 0.03 0.01 0.06 0.23 0.29 0.02 . .
53 749546 270  001] 001] 000] 004] o001] o0l _Table_ 3 showsthe errors incomputing the__
56 386022 16371 074 079] 075] 206[ 079] 062 using different variance methods. The stratific
59  927.41 6115 0.08 0.10 0.10 0.00 0.24 153 P . ‘.
o e 30 ool 0wl om0 ol oo done by 3-digit SIC/G;l_ze classes, arwhly the:
76 13067 1469 062| 048] 059 359| 134 051 response rate waonsidered. Alsopnly the r
86 719.30] 2879 0.01 0.03 0.02 0.13 0.05 0.04 H H H
o w1 e in i im ie model _W|th no residual added was _cdn3|
regression types.For m=1,2,3,4, thdollowing
Nonresponse Rate:  25% : Vi =R \Y / = Rm (REG1 Vi
SiC VAR N REGL | REG2 | REG3 | MEAN | CARRY | NEAR used V’l'OA espV, Mma . ( G )M"
7 251| 1626  679] 58] 706 89| 329] 1742 (MEAN), M,m> = Cm (CARRY), M ms = NNm @
24 607.01 787 2.39 1.92 2.22 357 1.07 1.65 Table 3
37|40007.09 503 042 042 042 7.14 0.83 011 . ) i
42 129734 1841] 268| 248] 258] 208| 189] 305 Absolute Percent Errors incurred in 4
53 6701.98 267 247 247 247 513 3.84 1.15 . .. . .
56| 352163 1634 188 183 189 378] 1385 111 Stratified by 3 dlgliSIC/Slze ClﬁSSéG size class
59 263543 6116 152 1.49 150 2.02 0.20 1.32 response rate: 25%
61/15409.17 29 1.77 1.76 1.62 64.54 1.73 62.53
76/ 130.67 1469 152 1.84 1.67 12.79 532 1.61 SC| VAR N R1 R2 R3 R4 ML \Y,% M3
86/ 895.19 2878 0.62 051 0.60 0.99 0.73 141 7 X1 1623 697 697 1829 906 624 649 1209
88 8.16 1498 1.35 2.82 1.72 17.40 1.35 0.37 A &8 788 244 2% 319 732 643 661 4984
Ybservations from Table 1 37 4007 503 041 028 2074 174 723 8% 2319
%: REG1-3 and CARRY dawell; both MEAN R
or OB%: ; & o 78 200 199 037 639 210 211 029
and NEAR can produce very large errors. 53 602 267 250 254 1884 677 537 559 2469
or 25%: REG1-3 and CARRY do well, however there is | %6 32 164 18 214 3060 525 408 390 4449
50 2635 6116 154 152 2194 197 168 161 17.79
a largeerror for REG1-3and for CARRY. Both o 1m0 30 177 160 5567 710 644l a0 7173
MEANand NEAR can prOdUCG very Iarge errors. 76 131 1468 204 185 3818 647 444 451 848
dbservations from Table 2 8 &9 2877 008 033 425 659 097 054 5049
or OB%:REG1-3, for the most part, produce the| 8 8§ 1498 312 34 1001 1% 478 50 523
smallesterrors; howeveall the methods déairly well._ IR I R AR A AR AN
There are no largerrors for MEANand NEAR as in T &1 163 318 287 213 1050 1752 1740 o1l
Table 1. 2 e 785 107 123 2019 004 156 174 5107
or 25%: REG1-3 do the best, there are no laeg®r as 371 4007 503 083 247 64 1979 0N 149 368y
. 2 128 1810 189 208 4304 034 331 317 240
in Table 1. CARRY, MEAN, and NEAR carmroduce o ol 7 310 315 4% 3% 37 38 8o
large errors. 53 6702 267 384 405 2454 676 118 140 2645
As one would expect, the errors, for the mueitt, are 56 B2 1634 138 1362 6277 1997 109 073 2839
ounty vs. Size Class Stratification oL 5%0 30 173 1% Ny 0% 259 @42 S5
-OUNTy VS. < atmc: 76 131 1468 53 5% 272 732 418 408 224
or OB%:. Size class stratificatioproducedsmallererrors 8 &9 2877 13 17 7150 553 009 052 4418
than county stratification, with the biggest 88 8§ 148 133 160 2878 141 087 058 R%
marmrAvrzArnaAanmd~ n HhA NMEARN AnA NIECEAD nmaAathAAA~ ThA



. For each imputation method, the standaatiance
nethod and thgackknife Amethod produced themallest
yrors of the fourvariance methodfor most of the SICs.
dccasionally, the random group method and less

requentlythe jackknife B method resulted in themallest
rrors of the fourvariance methoddyut it produced too
nany very large errors to bereliable. For the two
romising variancenethods, standard afatkknife A, the
ninimum and maximum errors across the Sé@slisted in

he following table for the four imputation methods.

Standard Jackknife A
Min. Max. Min. Max.
Error Error Error Error

REG1 .08 6.96 .28 6.97
MEAN .97 64.40 54 64.29
CARRY .20 13.85 .25 13.62
NEAR .09 62.53 52 62.42

It is clear fromthe above table that REGtputation
nethod with standard variance method s smallest
ninimum errors, and the smallest maximum errors.

). Consider the 1@ossibilities fromthe fourimputation
nethods and the fowrariance methodghe combination

clear that even MEAN and NEARre better
imputing. MEAN and NEAR have alight
maximumvalue than no imputatiorhut they h
large errors.

Our recommendation for use in thmiversel
is the standardvariance estimator along
recommended REG1 method for imputatioR.
base wherelata aramputed by using eithestra
the carry over method drot deck nearest neig
results indicate that usinge standardiariance
is as good or bettethan using either othe
methods or random group#lthough jackknifes
did well, the difference didnot warrantits use
simplicity of the standard estimator. Intot
complex situationspther variance estimators
considered, such as tl@ckknife variation sug
Rao and Shao (1992).

8. Future Research

The next step iV be to randomly select sam
the population, and considevariance estim
various statistics, such as meatstals, andr
coefficients, when some dhe data ave been
Imputation methods coulidcludethe popular m
particular the regression type methods. Rbbus

hat resulted in the smallest and largest errors out of the 1&stimators il be developed forvariance esti

re given in the next table for each SIC.

Min. Imputation / Max. | Imputation /
SIC | Error Variance Error Variance
Method Method
7 .09 MEAN / RG 23.13 CARRY / JB
24 .04 CARRY / RG 51.06 NEAR / JH
37 .10 NEAR / SD 35.85 NEAR / JH
42 .34 CARRY /RG 51.74 REG1/JB
47 .29 MEAN / JB 8.94 NEAR / JB
53 1.2 NEAR / SD 26.45 NEAR / JH
56 T NEAR / JA 62.77 CARRY / JH
59 .2 CARRY / SD 23.16 NEAR / JH
61 1.3 CARRY / JA 71.72 MEAN / JB
76 1.8 REG1/JA 52.23 NEAR / JB
86 .08 REG1/ SD 71.5( CARRY /JB
88 .6 NEAR / JA 32.96 NEAR / JH

Clearly jackknife B isnot a goodnethod for computing
‘ariances, regardless of imputation methods.
ioth REG1 and MEAN produced the largestor once,
s opposed taCARRY and NEARwhich produced the
naximum error three and seven times respectively.

L. In Table 3,the lastcolumn indicateghe error in the
ariance if only the respondentsialues are used to
ompute thesample variance estimate, based wam@ple

West,

total when the imputation is done by regres

addition, theeffect onthe variance estimator af

or more imputation methods on teeamedata s

investigated.
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